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1 INTRODUCTION 
This document reports statistics and analyses of the data collected by the developed platform. 
These analyses present different views of the collected data and the information that can be 
extracted from this data. The report also details the results of classification algorithms that have 
been trained and evaluated on the data collected by the platform. 

In this report, in order to perform the analyses, and generate the statistics and figures, we took 
into accounts the tweets that were collected by the platform between Sunday, July 26th and 
Thursday, September 24th. 

Note that the database has been cleaned once on August 31st, after more than one month of data 
collection, because the system was getting slow when displaying the data on the dashboard. At 
that time, the total quantity of tweets collected and stored in the database was around 2 million. 
During this cleaning operation all tweets written by non-Swiss accounts, which are not relevant 
for our study, were deleted from the database. 

This document is organised as follows. In chapter 2, we present the global statistics about the 
collected tweets. In chapter 3, we present information about the tweet labelling process and 
resulting accuracy of the algorithms performing the classification of the <Relevant> and <Non 
relevant> tweets. In chapter 4, we present statistics and different analyses of the tweets classified 
as <Relevant> by the classifiers. We finally provide a small conclusion in chapter 5. 
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2 GLOBAL STATISTICS ON TWEETS COLLECTED 
Overall, more than 2.8 million of tweets have been collected by the platform for the considered 
period. Below you can find the global statistics of the number of tweets collected by the platform 
at 2 different dates.  

The Figure 1 corresponds to the system on the 31 of August, before the system was cleaned to 
remove tweets not localized as swiss tweets. Note that the classification algorithms were not 
activated at that time, hence the value “0” for the relevant tweets. 

The Figure 2 corresponds to the system on the 24th of September, when we started producing this 
analysis document. We can see that about 1 additional million of tweets were collected during 
these 3.5 weeks since the 31th of August and about 16’000 of those were identified as produced 
by individuals living in Switzerland. From the total of 73’734 swiss tweets, the system classified 
12’355tweets as “Relevant”. 

 
Figure 1: Global statistics before database cleaning (August 31st) 

 
Figure 2: Global statistics on September, 24th 

2.1 NUMBER OF TWEETS COLLECTED OVER ALL ACCOUNTS 
The graph below shows the number of tweets collected from all Twitter accounts, regardless of 
their localization. We see that the system collected between 15’000 and 25’000 tweets per day. 
These tweets contain at least one of the keywords specified previously in the project (see google 
sheet). 

Note that during a short period, the system collecting the data was down (27-31.08.2020). This 
explains the sudden drop of tweets visible on the figures below.  

https://docs.google.com/spreadsheets/d/1w1oVOLVOvRur-o0z9Kfcc_Y-GFZiMRgoaIHBySe_HqU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1w1oVOLVOvRur-o0z9Kfcc_Y-GFZiMRgoaIHBySe_HqU/edit?usp=sharing
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Figure 3: Global statistics per day - All accounts 

2.2 NUMBER OF TWEETS COLLECTED FROM SWISS ACCOUNTS 
The graph below shows the number of collected tweets from accounts localized in Switzerland by 
the platform. We see that the system collected between 1000 and 2000 tweets per day. 

We can also observe that the number of tweets collected seems to decrease in the last weeks. This 
would indicate that COVID related topics are being less discussed on Twitter as time goes by. This 
tendency is not visible over all accounts, which might indicate a tendency only for the Swiss 
population. 

 
Figure 4: Global statistics per day - Swiss-based accounts 

2.3 MOST USED KEYWORDS IN ALL COLLECTED TWEETS 
Below, you will find the 10 most used keywords in all the collected tweets. It shows the average 
amount of hits per day and the total number of use for each keyword. 
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Figure 5. Most used keywords in all collected tweets. 

2.4 MOST USED KEYWORDS IN COLLECTED SWISS TWEETS 
Below, you will find the 10 most used keywords in all the collected tweets localized in 
Switzerland by the platform. It shows the average amount of hits per day and the total number 
of use for each keyword. 

 
Figure 6. Most used keywords in Swiss collected tweets. 

2.5 LANGUAGE REPARTITION 
Since the platform collects data in three languages, a pie chart provides an idea of the repartition 
of these languages among all the collected tweets (not only the ones localized as Swiss). French 
is usually leading with approximately 60% of the tweets and then Italian and German with each 
20%. These numbers are similar to the ones obtained in other projects (collecting data in other 
contexts, using different keywords) and only reflects the presence and use of Twitter in French, 
Italian and German-speaking populations worldwide. 
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Figure 7. Language repartition of all collected tweets. 
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3 CRAFTED TWEETS AND LABELLING 

3.1 HAND-LABELLING OF COLLECTED TWEETS 
Once enough tweets had been collected by the system, we hand-labelled tweets in the 3 languages, 
based on the criteria defined together. These hand-labelled tweets were then used as a ground-
truth to train and evaluate the algorithms that classify ‘Relevant’ and ‘Non Relevant’ tweets. 

As a reminder, a tweet was manually labelled as ‘Relevant’ if the content of the tweet may lead to 
the conclusion that the person has the virus. In particular if, the person mentions: 

having been tested positive 

AND/OR 

having at least 2 symptoms of the virus 

AND/OR 

feeling to be positive to the virus 

3.2 CRAFTED TWEETS 
Around 150 tweets were labelled as ‘Non Relevant’ in the three languages. Finding non-relevant 
tweets was relatively quick and easy. However, we found very few tweets that could be labelled 
as ‘Relevant’ in each language. To train a machine learning-based algorithm, a balanced number 
of ‘Relevant’ and ‘Non Relevant’ tweets is usually needed. Therefore, we had to craft positive 
tweets (e.g. manually write tweets considered as ‘Relevant’). Overall, 130 tweets translated in the 
three languages were crafted. Finally, a balanced number of 150 tweets were fed to the algorithm 
to train a classifier for each language.  

Below is a figure showing the exact quantity of hand-labelled tweets for each language. 

 
Figure 8. Number of tweets manually labelled. 

3.3 CLASSIFIER ACCURACY: 1ST ITERATION 
Using the provided tweets, the algorithm splits the dataset into two parts: 80% of tweets were 
used for the training process (training set) and 20% of tweets were kept apart for the testing 
process (test set). After the training, the algorithm had to predict the labels associated to each 
tweet of the test set. The performance of the algorithm was evaluated using the accuracy metric 
(ratio of correct number of predictions in %). Below is the classifier’s accuracy after both training 
and testing procedure for each language. Note that the test accuracy is the most important 
element to consider. However, we must pay attention that this accuracy only reflects performance 
of the algorithm on the test set and cannot be, in the current context, generalized to all tweets as 
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it only considers a small subset of tweets; it would require several thousands of manually labelled 
tweets in order to obtain a representative accuracy. 

 
Figure 9. Results of the training of the models. 

3.4 CLASSIFIER ACCURACY: 2ND ITERATION FOR THE FRENCH CLASSIFIER 
When manually inspecting the tweets classified as ‘Relevant’, we noticed numerous false positive; 
therefore, we tried improving/augmenting the training data used by the classification algorithm. 
Using the labelling tab of the dashboard (see Figure 10), we identified manually the tweets falsely 
classified as <Relevant > (e.g. tweets classified as ‘Relevant’ automatically by the algorithm but 
which actually did not match the criteria that define a tweet as ‘Relevant’). By pressing the small 
<trash> icon on the right of the tweet, the corresponding tweet was automatically added to the 
manually labelled tweets as ’Non Relevant’. 

 
Figure 10. Tab of dashboard used to detect false positive tweets 

The Figure 11 shows the updated number of tweets manually labelled after relabelling around 
100 tweets written in French on the dashboard. 

 
Figure 11. Updated number of tweets manually labelled. 
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Then, we retrained the French classifier to generate a new classification model (model-fr-0002). 
Below are the model’s results after the second training process. 

 
Figure 12. Result of the training of the French model with the addition of the False Positive correctly labelled. 

We can observe that the Test accuracy decreased by ~10% compared to the previous model. This 
is a side-effect of the ‘Non-Relevant’ tweets that were added to the tweets used by the algorithm 
to learn. The algorithm indeed learns from those tweets and then evaluate its accuracy. As more 
tweets, that could be considered as ambiguous, were added to the training and testing sets, the 
algorithm had more chance to make an error. However, when classifying the real collected tweets, 
the algorithm is probably more accurate in detecting True Positives. Simply speaking, we may say 
that the tweets used to measure the accuracy were more difficult to classify correctly in the 
second model hence a decrease in reported accuracy.  

Note that this is not easy to explain in a brief paragraph to individuals not familiar with machine 
learning concepts. What we can say is that we manually observed an improvement in 
classification with the model-fr-0002 through the results provided by the platform, although 
there are still too many false positives present with the new model.  
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4 RELEVANT TWEETS CLASSIFIED BY THE ALGORITHM 

4.1 NUMBER OF RELEVANT TWEETS IN SWITZERLAND 
For each day, this chart provides the number of tweets localized in Switzerland and classified 
as ‘Relevant’ by the platform. The machine learning-based algorithm implemented in the 
platform classified automatically all the tweets collected. 

 
Figure 13. Number of tweets classified as <Relevant> per day. 

4.2 MOST USED KEYWORDS IN ALL RELEVANT TWEETS 
Below, you will find the 10 most used keywords in all the collected tweets classified as 
‘Relevant’ by the platform. It shows the average amount of hits per day and the total number of 
use for each keyword. 

 
Figure 14. Most used keywords in all tweets classified as ’Relevant’. 
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4.3 MOST USED KEYWORDS IN SWISS ‘RELEVANT’ TWEETS 
Below, you will find the 10 most used keywords in all the collected tweets classified as 
‘Relevant’ and localized in Switzerland by the platform. It shows the average amount of hits 
per day and the total number of use for each keyword. 

 
Figure 15. Most used keywords in tweets classified as <Relevant > and localized in Switzerland. 

4.4 MAPS 
Using the platform, we selected two specific periods (1-5.09 and 19-24.09) and plotted the 
relevant tweets localized in Switzerland on a Google Map for each period separately. The red 
markers represent country localized tweets, the yellow markers represent region localized 
tweets and green markers are city or geolocated localized tweets.  

We hoped to be able to distinguish more precisely clusters in specific regions from these maps. 
Unfortunately, the tweets classified as False positives are probably creating too much noise to 
clearly highlight and distinguish clusters. Assuming we manage to improve the accuracy of the 
algorithms and reduce the false positive rate, we could probably identify regional clusters on such 
maps for different periods.  
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Figure 16. Map showing relevant tweets in Switzerland between September 1st and September 5th. 

 
Figure 17. Map showing relevant tweets in Switzerland between September 19th and September 24th. 
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4.5 EXAMPLES OF TWEET CLASSIFIED AS ‘RELEVANT’ BY THE PLATFORM 
In this section, we show sample tweets that were classified as ‘Relevant’ at different dates and 
that match the eligibility criteria defined at the beginning of the project. Figure 18 shows that 
different people reported being positive to the COVID-19 after a test or reported having some of 
the symptoms of the list defined by the FOPH. These tweets were posted at different dates in 
September. 

 
Figure 18. Various tweets in French classified as Relevant by the platform 
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Figure 19 shows that we can target the relevant tweets that match the eligibility criteria among 
other tweets that can be considered as ‘False Positive’ (classified as ‘Relevant’ by the algorithm 
but not matching the criteria to be considered as ‘Relevant’. 

 
Figure 19. A pair of True Positive <Relevant> tweets amongst <False Positive> tweets. 

4.6 ESTIMATION OF CLASSIFICATION 
The table below provides an estimation of the tweets collected over the period of 60 days 
considered in this document. The table provides a summary of the total number of tweets 
collected by the platform, the number of tweets localized in Switzerland, the total number of swiss 
tweets classified as ‘Relevant’ and finally our rough estimation of the total number of tweets that 
should be considered as ‘Relevant’. It shows that less than 0.2% percent of the swiss tweets are 
relevant in reality. The algorithm successfully filters about 85% of the ‘Non Relevant’ swiss tweets 
but still misses ~14% of ‘Non Relevant’ tweets  

Table 1. Summary of tweets collected and processed by the platform. 

Total tweets collected 2’800’000 
Tweets localized in Switzerland 73’734 
Swiss tweets classified as Relevant 12’355 
Estimation of Swiss tweets really <Relevant> ~1000 
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5 CONCLUSION 
The current platform provides interesting insights on the mentions of the COVID’19 on Twitter 
social network and many opportunities to analyse the data. Trends and tendency can be observed 
over different periods of time, most referenced keywords can be identified and quantified, the 
localisation of tweets can be displayed on a map, etc.  

The current algorithm used to classify ‘Relevant’ and ‘Non Relevant’ samples is probably not 
powerful enough to identify correctly only the True Positives (= true ‘Relevant’) due to the noise, 
heterogeneity of the tweets as well as the quantity of data it has to process. It is however 
important to note that the current models already successfully filter many of the collected tweets; 
it successfully rejects about 85% of the ‘Non Relevant’ tweets; although probably ~14% are still 
not correctly rejected. In order to better understand those accuracies, we performed a qualitative 
analysis by reading all tweets classified as ‘Relevant’ for a few selected days and manually 
identified the ones that matched our initial criteria. Out of the 200 swiss tweets daily classified as 
‘Relevant ’, about 5 to 15 of tweets could really be considered as ‘Relevant’. This indicates that we 
are probably looking for ~5-20 ‘Relevant’ tweets out the 1250 collected daily from swiss 
individuals.  

In order to improve the accuracy in identifying on the True Positives Relevant‘ tweets, we plan, 
in the next steps, to investigate more advanced algorithms for natural language processing (NLP). 
In order to integrate them easily in the current platform, we need to update the platform and 
notably enable the possibility to choose from different algorithms.  

Finally, the collected data (Swiss tweets mentioning COVID-related keywords), which are being 
stored on our servers, may be used in many different ways in future projects to perform a 
posteriori analysis. We notably plan to investigate the timely evolution of the sentiments of the 
population on the COVID by analysing the valence of the collected tweets. We plan to perform 
such investigations through student projects in the future 

6 CONTACT 
If you have any question or remark regarding the data presented in this report, please feel free to 
contact one member of the development team using one of the addresses below: 

- Simon Ruffieux, project coordinator: simon.ruffieux@hefr.ch 
- Quentin Meteier, collaborator: quentin.meteier@hefr.ch 
- Omar Abou Khaled, professor: omar.aboukhaled@hefr.ch 

mailto:simon.ruffieux@hefr.ch
mailto:quentin.meteier@hefr.ch
mailto:omar.aboukhaled@hefr.ch
mailto:omar.aboukhaled@hefr.ch

	1 Introduction
	2 Global statistics on tweets collected
	2.1 Number of tweets collected over all accounts
	2.2 Number of tweets collected from Swiss accounts
	2.3 Most used keywords in all collected tweets
	2.4 Most used keywords in collected Swiss tweets
	2.5 Language repartition

	3 Crafted tweets and labelling
	3.1 Hand-labelling of collected tweets
	3.2 Crafted tweets
	3.3 Classifier accuracy: 1st iteration
	3.4 Classifier accuracy: 2nd iteration for the French classifier

	4 Relevant tweets classified by the algorithm
	4.1 Number of relevant tweets in Switzerland
	4.2 Most used keywords in all Relevant tweets
	4.3 Most used keywords in Swiss ‘Relevant’ tweets
	4.4 Maps
	4.5 Examples of tweet classified as ‘Relevant’ by the platform
	4.6 Estimation of classification

	5 Conclusion
	6 Contact

